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Abstract

In this paper we investigatethe practical
applicability of Co-Training for the task
of building a classifierfor referencereso-
lution. We are concernedwith the ques-
tion if Co-Training can significantly re-
ducethe amountof manuallabelingwork
and still producea classifierwith an ac-
ceptableperformance.

1 Intr oduction

A major obstaclefor naturallanguageprocessing
systemswhich analyze natural languagetexts or
utterancesds the needto identify the entities re-
ferredto by meansof referringexpressionsAmong
referring expressions pronounsand definite noun
phrasegNPs)arethe mostprominent.
Supervisedmachine learning algorithms were
usedfor pronounresolutionwith goodresults(Geet
al., 1998),andfor definite NPswith fairly goodre-
sults(AoneandBennett, 1995;McCarthyandLehn-
ert, 1995; Soonet al., 2001). However, the defi-
cieng of supervisednachindearningapproacheis
the needfor anunknavn amountof annotatedrain-
ing datafor optimalperformance.
So,researchers) NLP beganto experimentwith
weakly supervisedmachine learning algorithms
such as Co-Training (Blum and Mitchell, 1998).
AmongothersCo-Trainingwasappliedto document
classification(Blum and Mitchell, 1998), named-
entity recognition(Collins and Singer 1999),noun
phrasebracleting (Pierceand Cardie, 2001), and
statisticalparsing(Sarkay 2001). In this paperwe
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apply Co-Trainingto the problemof referencaeso-
lution in Germantexts from the tourismdomainin
orderto provide answergo the following questions:

e Does Co-Training work at all for this task
(whencomparedo corventionalC4.5decision
treelearning)?

e How muchlabeledtrainingdatais requiredfor
achievzing areasonabl@erformance?

First, we discussfeaturesthat have beenfound to
be relevant for the taskof referenceresolution,and
describehefeaturesetthatwe areusing(Section?).
Thenwe briefly introducethe Co-Trainingparadigm
(Section3), whichis followedby adescriptiorof the
corpuswe use,the corpusannotationandthe way
we preparedhe datafor usinga binary classifierin
the Co-Trainingalgorithm(Section4). In Section5
we specifythe experimentalketupandreporton the
results.

2 Featuresfor ReferenceResolution

2.1 PreviousWork

Driven by the necessityto provide robust systems
for the MUC systemevaluations researcherbegan
to look for thosefeatureswhich were particularim-
portantfor the task of referenceresolution. While
mostfeaturesfor pronounresolutionhave beende-
scribedin theliteraturefor decadesiesearchergnly
recentlybeganto look for robustandcheapfeatures,
i.e.,thosewhich performwell over severaldomains
and can be annotated'semi-) automatically Also,
therelative quantitatve contritution of eachof these
featurescameinto focus only after the adwent of



corpus-basedndstatisticalmethods In the follow-
ing, we describea few earliercontritutionswith re-
spectto the featuresused.

Decision tree algorithms were used for ref-
erence resolution by AoneandBennett(1995
C4.5), McCarthyandLehnert(1995 C4.5) and
Soonetal. (2001, C5.0). This approachrequires
the definition of a set of training features de-

scribing pairs of anaphorsand their antecedents.

AoneandBennett(1995, working on reference
resolution in Japanesenewnspaper articles, use
66 features. They do not mention all of these
explicitly but emphasizethe features POS-ta,
grammatical role, semantic class and distance
The setof semanticclasseghey useappeardo be

rather elaboratedand highly domain-dependent.

AoneandBennett(1995 report that their best
classifierachieved an F-measur@f about77%after
training on 250 documents. They mention that
it was important for the training datato contain
transitve positves, i.e., all possible coreference
relationswithin ananaphoricchain.

McCarthyandLehnert(1995 describea refer
enceresolutioncomponentvhich they evaluatedon
the MUC-5 EnglishJointVenturecorpus.They dis-
tinguish betweenfeatureswhich focus on individ-
ual nounphraseqe.g. Doesnounphrasecontaina
name? andfeatureswhich focuson the anaphoric
relation (e.g. Do both shae a commonNP?). It
was criticized (Soonet al., 2001) that the features
usedby McCarthyandLehnert(1995 arehighly id-
iosyncraticandapplicableonly to oneparticulardo-
main. McCarthyandLehnert(1995 achieed re-
sults of about 86% F-measure(evaluatedaccord-
ing to Vilain etal. (1995) on the MUC-5 dataset.
However, only a definedsubsetof all possibleref-
erenceresolutioncaseswas consideredelevant in
the MUC-5 taskdescription,e.g.,only entity refer
ences.For this case the domain-dependerieatures
may have beenparticularlyimportant,makingit dif-
ficult to compareheresultsof this approactto oth-
ersworking on lessrestricteddomains.

Soonetal. (200]) use twelve features(see Ta-
ble 1). They shav a part of their decisiontreein
which the weak string identity feature (i.e. iden-
tity after determinershave beenremoved) appears
to be the most importantone. They also report
on the relative contrikution of the featureswhere

distancen sentencebetweeranaphomandantecedent
— antecedenis apronoun?
— anaphoiis apronoun?
— weakstringidentity betweeranaphomndantecedent
— anaphots a definitenounphrase?
— anaphoiis ademonstratie pronoun?
— numberagreemenbetweeranaphomandantecedent
— semantic class agreementbetween anaphor and an-
tecedent
— genderagreemenbetweeranaphomlndantecedent
— anaphomrndantecedenarebothpropernames?
— analiasfeature(usedfor propernamesandacroryms)
— anappositve feature

Tablel: Featuresisedby Soonetal.

the threefeaturesweakstring identity alias (which
mapsnamedentitiesin orderto resolhe dates,per

sonnamesacroryms, etc.) andappositiveseemto
cover mostof thecasegqthe otherninefeaturescon-
tribute only 2.3% F-measurdor MUC-6 texts and
1% F-measurdor MUC-7 texts). Soonetal. (200))

includeall nounphrasegeturnedby their NP iden-
tifier andreportan F-measuref 62.6%for MUC-6

dataand 60.4%for MUC-7 data. They only used
pairs of anaphorsand their closestantecedentss
positive examplesin training, but evaluatedaccord-
ing to Vilain etal. (1995.

CardieandWagstaf (1999 describean unsuper
vised clusteringapproachto noun phrasecorefer
enceresolutionin whichfeaturesareassignedo sin-
gle nounphrase®nly. They usethefeaturesshavn
in Table2, all of which are obtainedautomatically
without ary manualtagging.

— position(NPsarenumberedsequentially)

— pronountype (nom.,acc.,possessi, ambiguous)

— article (indefinite,definite,none)

— appositve (yes,no)

— number(singular plural)

— propername(yes,no)

— semanticclass(basedon WordNet: time, city, animal,
human,object; basedon a separatealgorithm: number
money, compary)

— gender{masculinefeminine,eithet neuter)

— animag (anim,inanim)

Table2: Featuresisedby CardieandWagstaf

The feature semantic class used by
CardieandWagstaf (1999 seems to be a
domain-dependentone which can only be
used for the MUC domain and similar ones.



CardieandWagstaf (1999 report a performance
of 53,6% F-measure (evaluated according to
Vilain etal. (1995).

2.2 Our Features

We considerthe featureswe use for our weakly
supervisedapproachto be domain-independent.
We distinguishbetweenfeaturesassignedo noun
phrasesaindfeaturesassignedo the potentialcoref-
erencerelation. They arelistedin Table 3 together
with their respectie possiblevalues. In the liter-
atureon referenceresolutionit is claimedthat the
antecederd’ grammaticalfunction and its realiza-
tion areimportant. Hencewe introducethe features
antegram.func and antenpform The identity in
grammaticafunctionof a potentialanaphomlandan-
tecedentis capturedin the featuresynpar. Since
in Germanthe genderandthe semanticclassdo not
necessarilcoincide(i.e. objectsarenot necessarily
neuterasin English) we also provide a semantic-
classfeaturewhich captureghe differencebetween
human,concete and abstiact objects This basi-
cally correspondso the genderattribute in English.
Thefeaturewdist captureghe distancan wordsbe-
tweenanaphorandantecedenthefeatureddistcap-
turesthe distancein sentencegshefeaturemdistthe
numberof markables(NPs) betweenanaphorand
antecedentFeaturedike the string.ident and sub-
string-matd featuresvereusedby otherresearchers
(Soonetal., 2001),while thefeaturesante medand
anamedwereusedby Strubeetal. (2002 in order
to improve the performancdor definite NPs. The
minimum edit distance(MED) computeshe simi-
larity of stringsby takinginto accounthe minimum
numberof editing operationgsubstitutionss, inser
tionsi, deletionsd) neededo transformone string
into the other (Wagnerand Fischer 1974). The
MED is computedrom theseeditingoperationand
thelengthof thepotentialantecedentn or thelength
of theanaphom.

3 Co-Training

Co-Training (Blum and Mitchell, 1998)is a meta-
learningalgorithm which exploits unlabeledin ad-
dition to labeledtraining datafor classifierlearn-
ing. A Co-Trainingclassifieris complex in thesense
thatit consistof two simpleclassifiergymaostoften

Naive Bayes,e.g.by Blum andMitchell (1998 and
PierceandCardie(2001)). Initially, theseclassifiers
aretrainedin the corventionalway usinga small set
of sizeL of labeledtraining data. In this process,
eachof the two classifiersis trainedon a different
subsebf featuresof thetrainingdata. Thesefeature
subsetsaarecommonlyreferredto asdifferentviews
thattheclassifiershave onthedata,i.e., eachclassi-
fier describesa giveninstancein termsof different
features.The Co-Training algorithmis supposedo
bootstrapby gradually extendingthe training data
with self-labelednstancesilt utilizesthetwo classi-
fiersby letting themin turn labelthe p bestpositive
andn bestngyative instancesrom a setof size P
of unlabeledtraining data(referredto in the litera-
tureasthepool). Instancedabeledby oneclassifier
arethenaddedto the others training data,andvice
versa.After eachturn, both classifiersarere-trained
on their augmentedraining sets,andthe poolis re-
filled with (p + n) * 2 unlabeledtraining instances
drawvn atrandom.This processs repeateckitherfor
a given numberof iterations! or until all the unla-
beleddatahasbeenlabeled. In particularthe defi-
nition of the two dataviews appeargo be a crucial
factorwhich canstronglyinfluencethe behaiour of
Co-Training. A numberof requirementdor these
views arementionedn the literature,e.g.,thatthey
have to be disjoint or even conditionally indepen-
dent(but cf. NigamandGhani(2000Q). Anotherim-
portantfactoris the ratio betweernp andn, i.e., the
numberof positive and negative instancesaddedin
eachiteration. Thesevaluesare commonlychosen
in suchaway asto reflectthe empiricalclassdistri-
bution of therespeciie instances.

4 Data

4.1 TextCorpus

Our corpusconsistof 250shortGermartexts (total
36924tokens, 9399NPs,2179anaphoridNPs)about
sights, historic events and personsin Heidelbeg.

Theaveragdengthof thetexts was149tokens.The
texts werePOS-taggedisingTnT (Brants,2000).A

basicidentificationof markableqi.e. NPs)wasob-
tainedby usingthe NP-Chunler Chunkie(Skutand
Brants, 1998). The POS-taggewas also usedfor

assigningattributesto markablege.g.theNP form).
The automaticannotationwas followed by a man-



Documentlevel features

1. docid documennumber(1...250)
NP-level features
2. antegramfunc grammaticafunctionof antecedenfsubjectobject,other)
3. antenpform form of antecedenfdefiniteNP, indefinite NP, personapronoun,
demonstratie pronoun possessie pronoun propername)

4. anteagree agreemenin persongendernumber

5. antesemanticclass semanticlassof antecedenthuman,concreteobject,abstracbbject)

6. anagramfunc grammaticafunction of anaphoisubject,object,other)

7. ananpform form of anaphor(definiteNP, indefiniteNP, personapronoun,

demonstratie pronoun possessi pronoun,propername)
8. anaagree agreemenin persongendernumber
9. anasemanticclass semanticclassof anaphoithuman,concreteobject,abstracbbject)
Coreference-level features

10. wdist distanceébetweeranaphomandantecedenin words(1 ... n)
11. ddist distancebetweeranaphomandantecedenin sentencef0, 1, >1)
12. mdist distancebetweeranaphomndantecedenin markablegNPs)(1...n)
13. synpar anaphomndantecedentave the samegrammaticafunction (yes,no)
14. stringident anaphomndantecedentonsistof identicalstrings(yes,no)
15. substringmatch onestring containghe other(yes,no)
16. antemed minimumedit distanceto anaphorante_med = 100 - 254D
17. anamed minimumedit distanceto antecedentana_med = 100 - 2=+

Table3: Our Features

ual correctionandannotatiorphasen which further
tagswereassignedo the markables.In this phase
manual coreferenceannotationwas performedas
well. In our annotation coreferenceds represented
in termsof a memberattribute on markables(i.e.,
noun phrases). Markableswith the samevaluein
thisattribute areconsideredoreferringexpressions.
Theannotatiorwasperformedoy two studentsThe
reliability of the annotationsvaschecled usingthe
kappastatistic(Carletta,1996).

4.2 Coreferenceresolutionasbinary
classification

The problemof coreferenceesolutioncaneasilybe
formulatedin sucha way asto be amenablgo Co-
Training. The moststraightforvard definitionturns
thetaskinto a binary classification:Given a pair of
potentialanaphorand potentialantecedentglassify
aspositie if theantecedenis in factthe closestan-
tecedentandasngyative otherwise Notethatthere-
striction of this rule to the closestantecedentneans
that transitiveantecedent§i.e. thoseoccuringfur-
ther upwardsin the text as the direct antecedent)
are treatedas negative in the training data. We
favour this definitionbecausdt strengthensghe pre-
dictive power of the word distancebetweenpoten-
tial anaphorand potentialantecedenas expressed

in thewdistfeature).

4.3 Testand Training Data Generation

From our annotatedcorpus,we createdone initial
training and test dataset. For eachtext, a list of
nounphrasesn documenbrderwasgeneratedThis
list wasthenprocessedrom endto beginning, the
phraseat the currentpositionbeingconsiderechsa
potentialanaphar Beginning with the directly pre-
cedingposition, eachnoun phrasewhich appeared
beforewascombinedwith the potentialanaphomland
bothentitieswereconsiderea potentialantecedent-
anaphorpair. If appliedto a text with n noun
phrasesthis algorithm producesa total of ﬂ’;—’ll
nounphrasepairs. However, a numberof filters can
reasonabl\be appliedat this point. An antecedent-
anaphorpairis discarded

¢ if theanaphois anindefiniteNP,

¢ if oneentity is embeddednto theother e.g.,if
the potentialanaphoiis the headof the poten-
tial antecedernilP (or vice versa),

o if bothentitieshave differentvaluesin their se-
manticclassattributeg,

1This filter appliesonly if noneof the expressionss a pro-
noun. Otherwise filtering on semanticclassis not possiblebe-



e if eitherentity hasavalueotherthan3rd person
singularor pluralin its agreementeature,

e if both entities have different valuesin their
agreementeatures.

For sometexts, theseheuristicsreducedto up to
50% the potentialantecedent-anaphgairs, all of
which would have beennegyative cases.We regard
thesecasesasirrelevant becausehey do not con-
tribute any knowledgefor the classifier After appli-
cationof thesefilters, the remainingcandidatepairs
werelabeledasfollows:

e Pairs of anaphorsand their direct (i.e. clos-
est) antecedentsvere labeled P. This means
that each anaphoricexpressionproducedex-
actly onepositive instance.

Pairs of anaphorsndtheir indirect(transitive
antecedentwerelabeledTP.

Pairs of anaphorsand those non-antecedents
which occurredbefoe the direct antecedent
were labeledN. The numberof negative in-
stanceghateachexpressiorproducedhusde-
pendedon the numberof non-antecedentsc-
curringbeforethedirectantecedentif ary).

Pairsof anaphorg&ndnon-antecedentserela-
beledDN (distant N) if at leastone true an-
tecedenbccurredn between.

This produced 250 data sets with a total of
92750 instancesof potential antecedent-anapho
pairs (2074 P, 70021N, 6014 TP and 14641DN).
From this setthe last 50 texts were usedas a test
set. Fromthis set, all instanceswith classDN and
TP wereremoved, resultingin a testsetof 11033
instances.Remawing DNs and TPswas motivated
by the fact that initial experimentationwith C4.5
had indicatedthat a four way classificationgives
no adwantageover a two way classification.In ad-
dition, this kind of test setapproximateghe deci-
sions made by a simple resolutionalgorithm that
causen areal-world setting,informationabouta pronouns se-
manticclassobviously is notavailableprior to its resolution.

Thisfilter appliesonly if theanaphois apronoun.Thisre-
strictionis necessarpecaus&ermarallows for casesvherean

antecedernis referredbackto by a non-pronouranaphomvhich
hasa differentgrammaticagender

looksfor anantecederfrom thecurrentpositionup-
wardsuntil it finds one or reachesthe beginning.
Hence, our resultsare only indirectly comparable
with theonesobtainedby anevaluationaccordingo
Vilain etal. (1995. However, in this paperwe only
compareresults of this direct binary antecedent-
anaphoipair decision.

The remainingtexts were split in two setsof 50
resp. 150 texts. From the first, our labeledtrain-
ing setwasproducedy remaoving all instancesvith
classDN andTP. Thesecondsetwasusedasourun-
labeledtrainingset. Fromthis set,noinstancesvere
removed becauseno knowledge whatsoger about
thedatacanbeassumedn arealisticsetting.

5 Experiments and Results

For our experimentswe implementedhe standard
Co-Trainingalgorithm(asdescribedn Section3) in
Java using the Weka machinelearninglibrary®. In
contrasto otherCo-Trainingapproachesye did not
useNaive Bayesasbaseclassifiershut J48decision
trees,which area Wekare-implementatiorof C4.5.
Theuseof decisiontreeclassifierasvasmotivatedby
the obsenationthatthey appearedo performbetter
onthetaskathand.

We conductech numberof experimentgo inves-
tigate the questionif Co-Training is beneficialfor
the task of training a classifierfor coreferencees-
olution. In previous work (Strubeet al., 2002) we
obtainedquite different resultsfor different types
of anaphoraj.e. if we split the dataaccordingto
theana np featureinto personabndpossesse pro-
nouns(PPERPPQOS, propernamegNE), anddef-
inite NPs (defNP). Thereforewe performedCo-
Training experimentson subset®f our datadefined
by theseNP forms,andonthewhole dataset.

We determinedthe featuresfor the two differ-
entviews with the following procedureWe trained
classifierson eachfeatureseparatelyand chosethe
bestone,addingthefeaturewhich producedt asthe
first featureof view 1. We thentrainedclassifierson
all remainingfeaturesseparatelyagainchoosinghe
bestoneandaddingits featureasthefirst featureof
view 2. In thenext step,we enhancedhefirst classi-
fier by combiningit with all remainingfeaturessep-
arately Theclassifiewith thebestperformancevas

*http:/iwww.cs. waikato.ac.nzt mliweka



thenchoserandits new featureaddedasthe second
featureof view 1. Wethenenhancedhesecondlas-
sifierin thesameway by selectingfrom theremain-
ing featuresthe one that mostimproved it, adding
this featureasthe secondone of view 2. This pro-
cesswasrepeateduntil no featureswere left or no
significantimprovementwas achiered, resultingin
theviews shavn in Table4 (featuresnarkednawere
not availablefor the respeciie class). This way we
determinedwo views which performedreasonably

well separately

PPER def-NP all
PPOS
features 1 2|1
2. antegramfunc X
3. antenpform

4. anteagree

5. antesemanticc.
6

7

8

NE

1

X

X X XN

X X X
X XXX

.anagramfunc
. ananpform

. anaagree

. anasemanticc.
10. wdist

11. ddist X
12. mdist
13.synpar

14. string.ident
15.stringmatch | X
16. antemed
17.anamed

na na

©
X

na na

XX X X X
x XX X X X
XX XX
X X XXX XN
XX XX XX X

XX XXX X

x

X X

Table4: Views usedfor the experiments

For Co-Training,we committedoursehesto fixed
parametesettingsn orderto reducethe compleity
of theexperiments Settingsaregivenin therelevant
subsectionswherethe following abbre&iations are
used: L=size of labeledtraining set, P/N=number
of positive/ngative instancesaddedper iteration.
All reportedCo-Training resultsare averagedover
5 runsutilizing randomizedsequencesf unlabeled
instances.

We comparethe resultswe obtainedwith Co-
Training with the initial result before the Co-
Training processstarted(zeroiterations both views
combineddenotedasXX Qitsin theplots). For this,
we useda corventional C4.5 decisiontree classi-
fier (J48implementationgdefaultsettingspnlabeled
training datasetsof the samesize usedfor the re-
spectve Co-Training experiment.We did this in or-
derto verify the quality of the training dataandfor
obtainingreferencevaluesfor comparisorwith the

Co-Trainingclassifiers.
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Figure 1. F for PPERPPOSover iterations,base-
lines

PPER_PPOS. In Figurel, threecurvesandthree
baselinesare plotted: For 20 (L=20), 20_0its is the
baselinej.e. theinitial resultobtainedby just com-
bining the two initial classifiers. For 100, L=100,
andfor 200 L=200. The othersettingswere: P=1,
N=1,Pool=10.As canbeseenthebaselineslightly
outperformthe Co-Trainingcurves(exceptfor 100).
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Figure2: F for NE overiterations baselines

NE. ThenwerantheCo-Trainingexperimentwith
the NP form NE (i.e. propernames).Sincethe dis-
tribution of positive andnegative examplesn thela-
beledtraining datawasquite differentfrom the pre-
vious experiment,we usedP=1, N=33, Pool=120.
Sinceall resultswith L<200wereequallypoor, we



startedwith L=200, wherethe resultswere closer
to onesof classifiersusingthe whole dataset. The
resulting Co-Training curve degradessubstantially
However, with a trainingsize of 1000and2000the
Co-Trainingcurvwesareabore their baselines.
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def NP. In the next experimentwe testedthe NP
form def NP, aconceptwhich canbe expectedo be
far moredifficult to learnthanthe previoustwo NP
forms. Usedsettingswere P=1, N=30, Pool=120.
For L<500,F-measuravasnear0. With L=500the
Co-Training curve is way below the baseline How-
ever, with L=1000 and L=2000 Co-Training does
shav someimprovement.
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All. In the last experimentwe trainedour classi-
fier on all NP forms, using P=1, N=33, Pool=120.

With L=200 the baselineclearly outperformsCo-
Training. Co-Training with L=1000 initially rises
above the baselineshut then decreasesfter about
15 to 20 iterations. With L=2000 the Co-Training
curve approximatests baselineand then degener
ates.

6 Conclusions

Supervisedearning of referenceresolutionclassi-
fiersis expensve sinceit needsunknavn amounts
of annotateddata for training. However, refer
enceresolutionalgorithmsbasedn theseclassifiers
achieve reasonabl@erformancef about60 to 63%
F-measurg¢Soonetal., 2001). Unsupervisedearn-
ing might be an alternatve, sinceit doesnot need
ary annotationat all. However, the costis the de-
creasen performanceao about53% F-measureon
the samedata (Cardie and Wagstaf, 1999) which
maybeunsuitableor alot of tasks.In this papermwe
triedto pioneera pathbetweertheunsuperviseand
the supervisedparadigmby using the Co-Training
meta-learninglgorithm.

The results, however, are mostly negative. Al-
thoughwe did not try every possiblesettingfor the
Co-Trainingalgorithm,we did experimentwith dif-
ferentfeatureviews, Poolsizesandpositve/nejative
increments,and we assumethe settingswe used
are reasonable. It seemsthat Co-Training is use-
ful in ratherspecializedcconstellationonly. For the
classesPPERPPOS NE andAll, our Co-Training
experimentsdid not yield ary benefitsworth re-
porting. Only for def NP, we obsered a consid-
erableimprovementfrom about17%to about25%
F-measureausing an initial training setof 1000 la-
beledinstancesandfrom about19% to about28%
F-measureising2000labeledtraininginstancesin
Strubeetal. (2002 we reportresultsfrom otherex-
perimentdor definitenounphrasereferenceresolu-
tion. Althoughbasedn muchmorelabeledtraining
data, theseexperimentsdid not yield significantly
betterresults. In this case,therefore,Co-Training
seemdo be able to save manualannotationwork.
Ontheotherhand thedefinitionof thefeatureviews
is non-trivial for thetaskof trainingareferencees-
olution classifier whereno obvious or natural fea-
ture split suggeststself. In practicalterms,there-
fore, this could outweighthe advantageof annota-



tion work saved.

Anotherfinding of our work is that for personal
and possesse pronouns,rather small numbersof
labeledtraining data (about100) seemto be suffi-
cientfor obtainingclassifierswith a performanceof
about80% F-measure To our knowledge, this fact
hasnotyet beenreportedn theliterature.

While we restricted oursehes in this work to
rather small sets of labeled training data, future
work on Co-Training will include further experi-
mentswith larger datasets.
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